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Abstract

This project presents the prediction and the optimization study of noise produced by rotors of a new
concept of transport: UAV (Urban Air Vehicle). This project of UAM (Urban Air Mobility) evolved
in the recent years due to the overcrowding of the cities’ roads; this is a solution that at the same
time brought up to light different issues and one of these, main theme of this document, is the noise
pollution. However, the ability to rapidly assess the performance of these new generation of vertical
lift vehicles, with sufficient fidelity, is a current weakness of this nascent industry. For this reason,
the intention of this project is the prediction of the noise produced by the rotor itself, the study of
minimization and optimization of the noise sources. For this purpose, is adopted an open-source suite
of mixed-fidelity aerodynamics and aeroacoustics (FLOWUnsteady) simulations. This latter is able
to fully characterize induced velocities across the stable region flow, where blade element momentum
theory (BEMT) operates. This method is coupled with an aeroacoustics solver for tonal (FW-H code
PSU WOP-WOP based on Farassat 1-A formulation) and broadband noise predictions (Brooks, Pope,
and Marcolini (BPM) equations). To validate the data produced through this simulation and prediction
program the thesis is divided in a computational and an experimental part. In the first part wings,
body and rotating blades are modelled through a combination of panel, vortex lattice, lifting line,
and blade elements. Meanwhile, the second part is the analysis of the same model elaborated by the
software in an anechoic chamber, in order to validate the data. This comparison allowed to confirm the
high fidelity of the computational method adopted and affirm the studied noise optimization method
with the objective to guarantee the use of this new concept of transport in the classic city routine.
Keywords: UAM, Rotor noise, Noise prediction, Noise optimization

1. Introduction

Airbus and other companies have declared that by
2030, 60 % of the world’s population will be urban
[1]. In fact, the recent significant population growth
is expected to create a real need for innovative mo-
bility options as ground infrastructure becomes in-
creasingly congested. The solution that leverages
the airspace above cities could be safe, sustainable
and convenient. For this reason, the classical ways
of transport need to be substituted through the de-
velopment of new and innovative technologies, such
as Urban Air Vehicles (UAV). Noise generated by
UAV has been identified as a critical factor in its de-
velopment. It is reasonable to think this type of in-
novative transport could only be accepted and used
by most of the world population if acceptable values
of noise pollution are provided. For this reason, an
accurate prediction of the level of generated noise
is of utmost importance. The rotor noise is one of
the most annoying sources of noise in the UAV and

its prediction is a complex and computationally de-
manding task. Therefore, the present work aims at
developing a methodology for the noise prediction,
using a new open-source of mixed-fidelity aerody-
namics and aeroacoustics (FLOWUnsteady) simu-
lations with its flexibility and low computational
cost. Noise prediction methods are subdivided into
two broad groups: best practice methods and theo-
retical methods. Best practice methods rely mostly
on measurement databases. On the other hand,
theoretical methods rely on physical models to cal-
culate the noise production and propagation [11].
Thanks to the efforts driven by the Federal Avia-
tion Administration (FAA) and NASA to predict
noise for single fly-over events, was developed the
first computer code ANOPP. In the last decade of
20th century several codes were implemented thanks
to the development of computational fluids dynam-
ics (CFD) leading to the development of ANOPP2,
which partly uses computationally intensive higher
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fidelity methods. Other software tools have also
been developed by NASA such as Advanced Sub-
sonic and Supersonic Propeller Induced Noise pre-
diction program (ASSPIN), focused on propeller
noise, which is based on Farassat’s formulations,
and MUTE, that is a cutting-edge methodology
with the objective to predict in detail the rotor-
craft noise at the expense of great computational
resources. Moreover, it is also possible to mention
the development of an aircraft noise computer pro-
gram FLIGHT, at the University of Manchester. It
contains an acoustics branch where the acoustics
emissions rely mostly on source modelling.

2. Background

The most common and identifiable sources of rotors
noise can be broadly divided into discrete-frequency
(deterministic) and broadband noise components
(non-deterministic). The discrete-frequency noise
contains the deterministic components:

• Thickness noise: noise due to displacement
of fluid by rotor blade;

• Loading noise: noise due to force exerted on
the fluid by the rotor blade surface;

• Blade vortex interaction noise (BVI): im-
pulsive loading noise due to a tip vortex im-
pacting a following blade;

• High-speed impulsive noise (HSI): in-
plane noise associated with high advancing tip
speeds (transonic noise).

Broadband noise is the result of turbulent flow
interactions on or near the blade surface and its
current prediction methods are semi-empirical, so
it depends on measured data to find the constants
required in the model. The non-deterministic load-
ing noise sources are [5]:

• Turbulence ingestion noise: unsteady load-
ing noise due to ingestion of atmospheric tur-
bulence into the rotor;

• Blade wake interaction noise: noise caused
by blade interactions with rotor wake turbu-
lence;

• Blade self noise: noise produced by scatter-
ing of turbulent flow over the blade trailing
edge.

The direction of propagation of the different
sources of noise are shown in figure 1.

Figure 1: Primary rotor aerodynamic noise sources
and associated directionalities for modern-day, full-
scale helicopters, [5]

The acoustic analysis and optimization of UAV
rotors is a complex process, and generally it involves
several different methods. The first step of this
computational chain is the calculation of the Aero-
dynamic loads through the implementation and co-
hesion of different methods:

• Blade Element Momentum Theory
(BEMT) [2]: this iterative method is used
to calculate the load distribution and for
deriving the circulation along a vortex lattice
representing the lifting surface;

• Vortex Lattice Method (VLM) [2]: used to
elaborate the direction and strength of vortex
particle being shed off the trailing edge and
the velocity induced on nearby particles by the
lifting surface;

• Vortex Particle Method (VPM) [2]: it is
an unmesh-based solver well suited for the cal-
culation of the wake-induced velocity and for
the analysis of the unsteady wake dynamic.

The aerodynamic results of this first step are
used as inputs for the second one, regarding the
aeroacoustic analysis, which implements two differ-
ent tools:

• PSU-WOPWOP (PSW) [8]: this tool,
based on the Farasat’s Formulation 1A, is used
to analyse and predict tonal noise (determinis-
tic);

• Brooks, Pope and Marcolini (BPM) [8]:
it studies the broadband noise capturing noise
from turbulent boundary layer edge, separation
stall, tip vortex formation, laminar boundary
layer vortex shedding, and trailing edge blunt-
ness vortex shedding.

Finally, in the last step the data obtained pre-
viously are processed and plotted, in order to be
displayed by the user.
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2.1. Blade Element Momentum Theory
(BEMT)

This theory is a model used to evaluate the perfor-
mance of a propelling or extracting turbine based
on its mechanical and geometric parameters as well
as the characteristics of the interacting flow. This
model results from the combination of two theo-
ries: the Blade Element Theory and the Momentum
Theory. This latter is a global theory that adopts a
macroscopic point of view to model the behavior of
a column of fluid passing through a turbine, mean-
while the Blade Element Theory is a local approach
that cuts the turbine blade into sections, the blade
elements, each one of them being approximated by a
planar model. This approach results in expressions
of the forces exerted on the blade element, as func-
tions of the flow characteristics and blade geometry.
A combination of these two approaches was carried
out in 1926 by Hermann Glauert. The purpose of
the blade element momentum method is the com-
putation of the induction factors a and a′ and thus
the steady loads and thus also the thrust and power
for different settings of wind speed, rotational speed
and pitch angle. These quantities are expressed as
follows:

dT =
1

2
ρB

V 2
0 (1− a)2

sinΦ2
cCndr (1)

dM =
1

2
ρB

V0(1− a)ωr(1 + a′)

sinΦcosΦ
cCtrdr (2)

a =
1

4sinΦ2

σCn
+ 1

(3)

a′ =
1

4sinΦcosΦ
σCt

− 1
(4)

where ρ is the air density, B is the number of blades,
V0 is the free-stream velocity, c the local chord of
the blade, Cn is the coefficient of local normal force,
Φ is the inflow angle, ω is the rotational velocity and
Ct is the coefficient of local tangential force.

2.2. Vortex Lattice Method (VLM)
It is capable of accurately calculating the aerody-
namic loads on rotary and fixed wing systems op-
erating in incompressible flow with affordable com-
putational costs. The VLM is based on the fluid
surrounding the body surface that is assumed to be
of inviscid, incompressible (∇ · V = 0) and irrota-
tional (∇×V = 0) over the entire domain. It rep-
resents the lifting surface as an area on which a grid
of horseshoe vortices is superimposed, in particular
case the rotor blades are regarded as lifting surface
without thickness which is divided into quadrilat-
eral singularities containing the constant strength

vortex ring elements. For each horseshoe is elab-
orated the velocities induced at a specific control
point using the law of Biot-Savart. A summation is
performed for all control points on the lifting surface
to produce a set of linear algebraic equations for the
horseshoe vortex strengths that satisfy the bound-
ary condition of no flow through the lifting surface.
The vortex strengths are related to the surface cir-
culation and the pressure differential between the
upper and the lower part. The pressure differentials
are integrated to yield the total forces and moments.
Considering the different panels in which the lifting
surface is divided and a point (x,y,z) of the mth

panel, the velocity induced at this point by the vor-
tex representing the nth panel will be designated as
⃗Vm,n:

Vm,n = Gm,nΓn (5)

where the influence coefficient ⃗Gm,n depends on the
geometry of the nth horseshoe and its distance from
the control point on the mth panel. Through the
linearity of the governing equations it is possible to
evaluate the velocities induced on the nth control
point adding together the 2N vortices:

V⃗m =

2N∑
n=1

⃗Gm,nΓn (6)

Anyway, in order to elaborate the resultant in-
duced velocity at any point in space it is necessary
to know the strength of the 2N horseshoe vortices
(Γn), and for this reason it is used the boundary
condition that the component of the induced ve-
locity normal to the wing at the control point bal-
ances the normal component of the free-stream ve-
locity. Applying the instantaneous zero normal flow
boundary condition on the control point of each el-
ement, a set of algebraic equations for the unknown
strength of vortices can be established

GΓ = Vn̂
⇒ Γ = G−1Vn̂

(7)

where the matrix G is regarded the influence coeffi-
cient, and the V elements are referred to the normal
components of the free-stream velocity [3].

2.3. PSU-WOPWOP (PSW)
It is a complete rewrite of the original WOPWOP
code, utilizing object-oriented design principles and
focusing on the prediction of the noise of maneuver-
ing rotorcraft or any other moving body. The theo-
retical background of the new code PSU-WOPWOP
is the same of the original one. Almost all ac-
tual rotor noise prediction tools, and also the one
used in this study, are based on time-domain inte-
gral formulations of the Ffowcs Williams-Hawkings
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(FW-H) equation. The FW-H equation is based on
the Lighthill’s acoustic analogy and it is an exact
rearrangement of the continuity equation and the
Navier-Stokes (N-S) equations into the form of an
inhomogeneous wave equation [10]. The equations
of mass and momentum conservation are the ba-
sis of the aerodynamic generation of sound. It is
possible to combine these two equations consider-
ing a closed surface, obtaining an inhomogeneous
wave equation that governs the propagation of the
sound waves in a region exterior to the closed inter-
nal surface. After some manipulations of these two
equations it is possible to obtain the FW-H equa-
tion:

(
∂2

∂t2
− c2

∂2

∂x2i
)(ρ− ρ0) =

=
∂

∂t
[ρ0vnδ(f)]−

∂

∂xi
[pijnjδ(f)] +

∂2Tij
∂xi∂xj

(8)

In this equation Tij is a generalized function equal
to Lighthill’s stress tensor, Tij = ρuiuj+pij−c2(ρ−
ρ0)δij outside any surfaces and equal to zero inside
them. From the expression 8 it is possible to no-
tice that the sound is generated by three different
sources distributions:

• The first term is a monopole source frequently
associated to the thickness noise;

• The second term is a dipole source associated
to the loading noise;

• The last term is the quadropole source, associ-
ated to the HSI noise propagation, of strength
density Tij distributed along the whole exte-
rior volume of the surface. It models the non-
linearity from local sound speed variation and
finite fluid velocity in the region near the sur-
face.

An integral form of the FW-H solution was devel-
oped by Farassat, called formulation 1A of Farassat,
which neglects the quadropole terms because vol-
ume integrals are computationally expensive and
PSU-WOPWOP neglets them. This formulation
is able to describe the acoustic pressure fluctua-
tion produced by an acoustic data surface given by
the sum of the two contributions (thickness p′T and
loading p′L):

p′(x, t) = p′T (x, t) + p′L(x, t) (9)

where the thickness p′T and loading p′L contribu-

tions are calculated from:

4πp′T (x, t) =

∫
f=0

[
ρ0v̇n

r(1−Mr)2

]
ret

dS+

+

∫
f=0

[
ρ0vn

r2(1−Mr)3
[rṀr + c(Mr −M2)]

]
ret

dS

(10)

4πp′L(x, t) =
1

c

∫
f=0

[
l̇r

r(1−Mr)2

]
ret

dS+

1

c

∫
f=0

[
lr(rṀr + cMr − cM2)

r2(1−Mr)3

]
ret

dS+

+

∫
f=0

[
lr − lM

r2(1−Mr)2

]
ret

dS

(11)

where r = |x− y| and (x, t), (y, τ) are the observer
and the source space-time variables, respectively,
Mr is the Mach number of the point η in the ra-
diation direction at time τ , S is the surface, the
subscript ret refers to the retarded time, lr = lir̂i
and li = pijnj .

2.4. Fast Fourier Transforms (FFT) and In-
verse FFT

A signal contains one or more frequencies, and it
can be considered in the time domain or in the
frequency domain; the conversion from time do-
main to the frequency domain is usually done us-
ing the Fourier Transform. In this study case, the
signal is the acoustic pressure sampled over a fi-
nite time interval, so, it will be used a Discrete
Fourier Transform (DFT). But its substantial com-
putational cost can be reduced adopting an an-
other method: Fastest Fourier Transform (FFT).
The FFT is an efficient algorithm for computing
the DFT and thanks to the lower number of com-
putations it results to be more precise. In partic-
ular PSU-WOPWOP uses a package called FFTW
(Fastest Fourier Transform in the West). When a
1-D array of real numbers is sent , x, this library re-
turns a 1-D aray of complex numbers, X. The result
of FFTW is used to calculate a complex pressure at
each frequency bin. The units of complex pressure
is Pascals.

2.5. Sound Pressure Levels (SPL)
The very small fluctuation in atmospheric pressure
of the sound waves are the sources of noise received
by human ear. The sound pressure is measured in a
logarithmic scale called the decibel (dB) scale; this
latter is defined by comparing sounds to a reference
pressure of p0 = 20× 10−6N/m2, value assigned to
a SPL of 0.0 dB. The SPL in dB is computed by:

SPL(dB) = 10 log10

[ [
p2
]

(20× 10−6)2

]
(12)
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Each frequency range, either an octave band or
an entire spectrum has a single SPL value asso-
ciated with it. If the entire spectrum is sampled,
the SPL returned is the overall sound pressure level
(OASPL). However, the level of generated noise is
subjective, so it is necessary to take into account the
human ear. To overcome this problem A-weighting
decibel (dBA) was created, whose correction can be
applied to all the individual SPLs and OASPL. A-
weighted sound pressure levels is the most common
type of weighting.

2.6. Brooks, Pope and Marcolini (BPM)

This model was developed by Brooks Pope and
Marcolini in 1989 for the prediction of the self-
generated noise of an airfoil blade encountering
smooth flow. This method is semi-empirical and
based on previous theoretical studies and on the
most comprehensive self-noise data set available.
The BPM model includes five self-noise mecha-
nisms for airfoil immersed in a flow due to the spe-
cific boundary-layer phenomena: boundary-layer
turbulence passing the trailing edge (TBL-TE),
separated-boundary-layer and stalled-airflow flow,
vortex shedding due to laminar-boundary-layer in-
stabilities, vortex shedding from blunt trailing
edges, and the turbulent vortex flow existing near
the tips of lifting blades. The predictions are
matched with the data base from NACA 0012 air-
foil blade sections of different sizes (chords from 2.5
to 61 cm) tested at wind tunnel speed up to Mach
0.21 (Reynolds number based on chord up to 3·106)
and at angles of attack from 0° to 25.2°[4].

3. Implementation

FLOWUnsteady mechanism can be divided into
steps, as observed in figure 2.

Figure 2: Computation diagram of FLOWUnsteady
engine

3.1. Inputs

The geometry input specifications are defined
through comma separated value (CSV) files that
describe the airfoil, blade and rotor characteristics.
For a whole definition of the geometry it is neces-
sary a precise description of the structure. Taking
into account the case of a single rotor model, it is
request to the user to define as input the number

of blades, radius of the tip and hub, chord distribu-
tion, pitch distribution, height of the leading edge
with respect to the top face of the hub, sweep distri-
bution, and the airfoil distribution from the root to
the tip of the single blade. Together with the CSV
geometric parameters, at the hypothetical user is re-
quest to define atmospheric parameters, simulation
parameters (number of lattice elements, number of
revolutions in the simulation, number of steps for
each revolution, total time) and maneuver param-
eters (RPM trend, angle of tilting systems trend,
velocity and angles of the whole vehicle trend).

3.2. Precomputation

The characteristics handled in the defined CSV files
are used by the software XFoil in order to precom-
pute the two-dimensional aerodynamic character-
istics of each blade element at the corresponding
local Reyolds number [6]. Subsequently, a Prandtl-
Glauert compressibility correction is applied to lift
curves, capturing compressibility effects. Both lift
and drag curves are then treated to capture three-
dimensional drag and stall-delay effects encountered
in rotor blades and the Viterna method is applied
to obtain post-stall ±180° extrapolations of these
curves. Following the different distribution defined
in the CSV files, FLOWUnsteady is able to create
the 3D geometry and generate the Vortex Lattice
Method model, where each blade will be discretized
into n horseshoes. FLOWUnsteady uses the gener-
ated three-dimensional geometry of the vehicle as
spatial state variables (referred as G), along with
the velocity of the vehicle V and angular velocity
Ω. In this study, each blade of the propeller is mod-
eled as a rotary lifting surface where the physics of
interest have been broken down into three aspects:
load distribution, blade-induced velocity, and wake-
induced velocity. The load distribution is calculated
through BEM theory and used for deriving the cir-
culation along a vortex lattice representing the lift-
ing surface. In turn, the vortex lattice is used as
a framework for manipulating the rotating geome-
try, calculating the direction and strength of vortex
particles being shed off the trailing edge, and calcu-
lating the velocity that the lifting surface induces
on nearby particles. Since the vehicle is defined
using just BEM theory and VLM, the wakes are as-
sume quasi-steady. This means that at every time
step of the simulation the wakes of VLM models
are represented as rigid, semi-infinite filaments as
represented in figure 3, and wakes of BEM mod-
els are obtained from a conservation of momentum
assumptions. This quasi-steady approach allows to
consider VLM-on-VLM and VLM-on-BEM wake in-
teraction. A quasi-steady solver assumes that per-
turbations at the source of a wake-shedding sur-
face immediately affect the entirety of the wake.
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Therefore, wings are solved with the vortex lattice
method while shedding a rigid semi-infinite wake.
Rotors are solved through blade element momen-
tum theory, without attempting to model the effects
of wake interactions.

Figure 3: Heaving wing simulation with quasi-
steady solver, in order to visualize the grid of horse-
shoes vortex superimposed on the wing structure

After the creation and discretization of the vehi-
cle, the maneuver inputs, defined by the user, are
implemented in order to create the maneuver de-
sired that will be analysed during the simulation.
The default maneuver used by FLOWUnsteady is
kinematic, which means that RPM of the rotor sys-
tem, angles of tilting systems, velocity and angles
of the whole vehicle are defined through a function
in time. In order to give the possibility at the hy-
pothetical user to implement a dynamic maneuver
a colleague of mine and I worked on the realization
of a module in Julia language.

3.3. Dynamic Maneuver
In order to discuss about the dynamic maneuver
implementation a quadcopter model with rotors ar-
ranged at the corners of a square body will be taken
into consideration. This quadcopter will operate
into two frames: the inertial frame and the body
frame. The inertial frame is defined by the ground,
since it is solidary with the Earth, with the gravity
pointing in negative z direction. The body frame is
defined by the orientation of the quadcopter, with
the rotor axis pointing in the positive z direction
and the arms pointing in x and y directions, as it is
shown in figure 4.

Figure 4: Quadcopter Body and Inertial frame

In the inertial frame the position and the velocity
are defined as x = (x, y, z)T , ẋ = (ẋ, ẏ, ż)T , respec-
tively. Similarly, the roll, pitch, and yaw angles
are defined in the body frame as θ = (ϕ,Θ, ψ)T ,
with corresponding angular velocities equal to θ̇ =

(ϕ̇, θ̇, ψ̇)T . However, the angular velocity, ω, is dif-
ferent from θ̇ because ω is a vector pointing along
the axis of rotation, while θ̇ is just the time deriva-
tive of roll, pith and yaw angles. For converting the
angular velocities into the angular velocity vector,
the following relation is defined:

ω =

1 0 −sinθ
0 cosϕ cosθsinϕ
0 −sinϕ cosθsinϕ

 θ̇ (13)

Where ω is defined in the body frame. As already
done for the angular velocities, it is possible to re-
late the body and the inertial frames by a rota-
tion matrix, R, which allows to go from the body
frame to inertial frame. This developed dynamic
code is merged with FLOWUnsteady code to use
the forces and torques that are elaborated by ap-
plying BEMT and VLM to the model during the
simulation. For this reason the matrix R is applied
in order to map the thrust from the body frame to
the inertial frame. In the inertial frame, the accel-
eration of quadcopter is due to the thrust vector
(TB), gravity (g), and linear friction (FD). Hence,
the linear motion can be summarized as

mẍ =

 0
0

−mg

+RTB + FD (14)

where ẍ is the acceleration of the quadcopter and
m is equal to the total mass of the model. The
rotational equation of motion is derived from the
Euler’s equations for rigid body dynamics and ex-
pressed in the body frame. These Euler’s equations
are expressed in vector form

Iω̇ + ω × (Iω) = τ (15)

where I is the inertia matrix of the vehicle and τ is
a vector of external torques. It is possible to rewrite
this equation as

ω̇ =

ω̇xω̇y
ω̇z

 = I−1(τ − ω × (Iω)) (16)

Modelling the quadcopter as two thin uniform
rods crossed at the origin with a point mass (mo-
tor) at the end of each, it is possible to get the final
result for the body frame rotational equations of
motion:

ω̇ =

τϕI−1
xx

τθI
−1
yy

τψI
−1
zz

−


Iyy−Izz
Ixx

ωyωz
Izz−Ixx

Iyy
ωxωz

Ixx−Iyy

Izz
ωxωy

 (17)

Knowing the value of ω̇ it is possible to elaborate
the angular velocity vector ω and consequently the
angular velocity θ through the relation defined in
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equation (13). Thanks to the equation (14) the ac-
celeration vector ẍ is defined, so the velocity vector
is calculated as ẋ = ẋprev + dt · ẍ, where dt is the
time step, and ẋprev is the previous value of the ve-
locity vector; and through ẋ is possible to compute
the position of the quadcopter in each time step.
Through this dynamic implementation the hypo-
thetical user can simulate the flight maneuvers of
the vehicle varying the values of RPM, so of the
thrust and torque produced; an example of vertical
climb of a double rotor model is shown in figure 5. It
is necessary to take into consideration that adjacent
propellers are rotated in opposite direction. In this
module, several advanced effects that contribute to
the highly nonlinear dynamics of quadcopter have
been ignored: the rotational drag forces, blade flap-
ping and the surrounding fluid velocities is ignored
since it is considered low [12].

(a) Vehicle on the ground (b) Vehicle in vertical climb-
ing

(c) End of the simulation (d) Velocity and position
trend

Figure 5: Vertical climb of a double rotor model

3.4. Simulation
Once the 2D and 3D properties of the model are
analysed and the maneuver is set up, it is possible to
start the simulation and compute the aerodynamic
loads acting along the structure and the induced
velocities, as shown in figure 6.

Figure 6: Flowchart of FLOWUnsteady framework,
from [9]

The first step is the green box on the left, which
is the VPM solver that drives the time stepping of
the simulation. VPM is a mid-fidelity approach for

modeling complex wake interactions. In the study
conduced the VPM solver is not applied, only the
BEM theory and VLM method are used to study
the quasi-steady wakes. For this reason, the VPM
solver continues to drive the time stepping of the
simulation, but it is not direct implemented in the
program. The green box calls another step of the
flowchart in figure 6 represented by the light-blue
box, which is called Aerodynamics engine. At this
step the structure is moved in the simulation space,
following the kinematic or dynamic rules. The ge-
ometry of the vehicle is shifted and rotated ac-
cording to its translational and rotational velocity.
First, velocities and vehicle angles changes, ∆V and
∆Ω, are either calculated from the kinematics or
prescribed by the user. The state variables V and Ω
are then updated, and the whole geometry is trans-
lated and rotated according to V and Ω. Since this
process is repeated for each time step the time is
updated tsim = tsim + ∆t. Then the rotors are
rotated according to RPM control inputs and the
kinematic velocity Vkin of each control point (CP)
of VLM systems are calculated; the horseshoes are
recalculated with kinematic velocity and the previ-
ous circulation (Γ) solution is pasted to new system
position after translation. Finally, it is applied the
solver, which is itself divided into the following pro-
cesses:

• the rotors are brought back to their initial po-
sitions at beginning of this time step before
‘precalculations‘. This is needed to avoid dou-
ble accounting for the RPM when the solver is
run;

• a initial solution of VLM systems is found using
the free-stream velocity, V∞, through the VLM
method;

• the velocity induced, Vind, by VLM systems
on the rotor systems at each control point is
calculated;

• the BEM theory is used to elaborate the circu-
lation on each blade using the new V∞ + Vind
as velocity.

After this first step, where nt = 0, it is calculated
the solution of the wake system, treated as a VLM
system, using V∞ + Vind as velocity. Then, subse-
quently to these initialization of the systems used,
the solver can continue with the following steps:

• the velocities induced by the wake-system on
the VLM and rotor systems are elaborated;

• the velocities induced by the rotor systems on
the VLM systems, and vice-versa, are calcu-
lated;
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• it is elaborated the self-induced velocity by the
rotor systems on themselves;

• The self-induced velocity of the rotor systems
is subtracted from the total velocity, otherwise
the solver will get on a positive-feedback insta-
bility;

• The VLM and rotor systems are solved,
through VLM method and BEM theory, re-
spectively, using the total velocity V∞+Vkin+
Vind;

• the rotors are rotated forward in order to undo
the previous backward rotation.

All the solutions found are saved as previous so-
lutions, since the whole light-blue box is repeated
until the total time of the simulation is reached.
Once all the aerodynamic solution are obtained, it
is possible to proceed through the aeroacoustic com-
putation. The aerodynamic solution and the anal-
ysis parameters are used to feed PSU-WOPWOP
and BPM model.

4. Experiental Setup
In order to validate the accuracy of the code im-
plemented, the computational noise data are com-
pared to the experimental ones. The experiment is
performed inside the Aeroacoustic Wind Tunnel lo-
cated in the Aerospace Engineering Laboratory of
Instituto Superior Técnico. The wind tunnel has a
built-in Anechoic Chamber with a designed cut-off
frequency of 200Hz. The equipment used in mea-
surements conducted and the connections between
them are shown in the scheme 7.

Figure 7: Equipment and connection of laboratory
set up

Given the short time frame for this thesis and the
pandemic contest, in this study are used the values
collected by Pedro Miguel de Barros e Silva Duarte,
who measured the noise produced by a single rotor
made up by two blades, applying just 3 microphones
at 45°, 0° and −45° with respect to the rotation

plane of the rotor and at 2.3m from the hub, as
shown in figure 8.

(a) (b)

Figure 8: The microphones positions in the ane-
choic chamber, from [7]

5. Results

The rotor tested in the experiment is called as
”baseline” and in order to prevent any vibration
of the rotor support and workbench the interval of
rotation speeds tested was set to 1000 − 4000 Ro-
tations Per Minute (RPM), with variation steps of
500 RPM. Here only few of the plots obtained by
the several comparisons done between the experi-
mental and the computational values are presented.
Analysing these graphs of figure 9, it is easily possi-
ble to state that the motor (orange line) and back-
ground (green line) have a substantial impact on
the noise level received by the microphones for all
the cases analysed at low RPM values. In order to
understand the noise contribution given by the sin-
gle rotor was made the difference between the noise
values referring to the whole structure and motor
ones, as shown in figure 10.

(a) RPM = 1000 (b) RPM = 4000

Figure 9: Whole structure, motor and background
SPL spectrum at −45° at 1000 and 4000 RPM

(a) RPM = 1000 (b) RPM = 4000

Figure 10: Difference between whole structure and
motor SPL spectrum at −45° at 1000 and 4000
RPM
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a) RPM = 2500 b) RPM = 3000

c) RPM = 3500 d) RPM = 4000

Figure 11: SPL spectrum comparison between
FLOWUnsteady and experimental values at −45°
at 2500, 3000, 3500, and 4000 RPM

The graphs shown in figure 10 highlight some pos-
sible resonance effects that happen between the
sound waves produced by the motor and rotor, in
fact for some frequencies the motor SPL value mea-
sured is higher than the whole structure, so through
the difference the resultant rotor SPL value is lower
than zero. The number of frequencies for which
this effect happens decrease by increasing the RPM.
For this reason, for the purpose of comparison are
taken under consideration only the results obtained
from the tests conduced at RPM values higher than
2500, where the percentage of negative rotor SPL
cases is lower than 11% referring to the sampling
frequency range of 20 − 20000 Hz with a step of 2
Hz, so 9991 frequencies analysed in total. Hence,
in figure 11 are shown the comparison conducted
between the SPL spectrum predicted through the
FLOWUnsteady code and the experimental ones.

As it is possible to observe in figure 11 the first
BPF is well predicted and in general the trend of
the SPL spectrum is followed at every frequency
of the range considered. In each graph, for every
rotation speed, a considerable peak always appears,
between 7560 and 7570Hz , but it is not produced by
the blades themselves; in fact, observing the orange
lines in the figures presented in 9, it is reasonable
to think that this noise peak is mainly generated by
the motor when it is being powered to rotate and it
was not possible to delete it completely.

5.1. Parametric study

Beyond the validation of the code accuracy, it is im-
portant to control the sensitivity and the main char-
acters in the production of noise. For this reason,
it is conducted a parametric study in order to eval-
uate the acoustic effects of varying the design and
operating conditions of UAV rotors in hover. For
this study the the DJI9443 rotor model for drones
was taken into consideration. In order to conducted
this parametric study was necessary to modify some
of the main parameters that describe the rotor it-
self; after that, the whole simulation was run for all

the cases analysed with 360 microphones located
at 1.905m from the rotor hub, and compared with
the baseline for seeing how the variation influenced
the noise emission. In this study the chord and
twist values of the blades were varied linearly along
the span, firstly with a reduction, then applying
an increment, more precisely doubling it; all these
changes were applied keeping the other design pa-
rameters constant and at the same rotation speed of
5400 RPM. Figure 12 shows the influence of chord
and twist changes on the thickness and loading noise
sources in the OASPL directivity graphs.

(a) OASPL directivity plots
comparing the contributions
of thickness noise as the chord
distribution is varied

(b) OASPL directivity plots
comparing the contributions
of loading noise as the chord
distribution is varied

(c) OASPL directivity plots
comparing the contributions
of thickness noise as the twist
distribution is varied

(d) OASPL directivity plots
comparing the contributions
of loading noise as the twist
distribution is varied

Figure 12: Thickness and loading noise directivity
varying the chord and twist distribution

As it is possible to observe from figure 12 the
chord increment leads to an increase of both thick-
ness and loading noise, meanwhile the twist varia-
tion has influence in particular way on the loading
contribution.

6. Conclusions

In the present work, the simulation engine
FLOWUnsteady, developed at BYU’s FLOW Lab
and modified during the execution of the project,
was used to predict the noise produced by the ro-
tor of an unmanned aerial vehicle, since the size
limitations of the 3D printer and wind tunnel of
the Instituto Superior Técnico do not allow to test
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UAV rotor model, the main subject of this work.
The computational values obtained from the sev-
eral simulation runs at different conditions of rota-
tional speed and with different blades model were
compared with the experimental ones in order to
validate the software and analyse the agreement be-
tween them. The single component of the vehicle
was tested in a controlled acoustic environment to
characterize the primary noise generation mecha-
nisms of the rotor, removing the noise generated
by the presence of the electric motor and back-
ground noise. Computational results obtained for
the simulation conduced at different rotation speed
and captured from different microphones, located
all around the rotation plane of the rotor in static
hover conditions, revealed that the code performed
well at predicting the first BPF acoustic amplitudes
and SPL spectrum for these hover conditions, ex-
cept for an underestimation of the noise captured
by the microphone located in the rotation plane
of the rotor (0°) due to a possible under estima-
tion of the thickness noise and the neglection of
the High-Speed Impulsive noise sources; both prop-
agating in the rotational plane. The code used is
flexible, with various possible inputs and options
to select for running the computation, allowing the
control of the simulations in detail. The rotor stud-
ied can be re-created in this virtual space defin-
ing its geometry inputs, position settings and at-
mospheric conditions. Then, the hypothetical user
can define the simulation conditions and run the
most disparate missions obtaining the deterministic
and non-deterministic noise components from PSU-
WOPWOP and BPMmethods, respectively. In this
way, it is possible to predict with a good agreement
the noise pollution and optimize the blades in order
to reduce it; contributing to the acceptance of the
use of Urban Air Vehicle in the everyday life.
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